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To date, workflow management focuses on improving the effectivity and efficiency of business pro-
cesses within one organization. However, today’s corporations are challenged to cross organiza-
tional boundaries. Phenomena such as electronic commerce, extended enterprises and the Internet
stimulate the cooperation between organizations. Therefore, it is interesting to consider workflows
distributed over a number of organizations. Interorganizational workflow offers companies the op-
portunity to re-shape business processes beyond the boundaries of individual organizations. In this
paper, we use message sequence charts to specify the interaction between organizations. Petri nets
are used to model the workflows inside each organization. Two challenging problems related to
interorganizational workflow are tackled in this paper: (1) What are the minimal requirements any
interorganizational workflow should satisfy?, and (2) How to decide whether an interorganizational
workflow (modeled in terms of Petri nets) is consistent with the interaction structure specified in
terms of a message sequence chart?
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1 Introduction

Workflow management promises a new solution to an age-old problem: controlling, mon-
itoring, optimizing and supporting business processes. What is new about workflow man-
agement is the explicit representation of the business process logic which allows for com-
puterized support. At the moment, there are more than 200 workflow products commer-
cially available and many organizations are introducing workflow technology to support
their business processes. Clearly, workflow management is becoming a mature technol-
ogy which can be applied within organizations. However, the number of business pro-
cesses where multiple organizations are involved is increasing rapidly. Technologies such
as Electronic Data Interchange (EDI), the Internet, and the World Wide Web (WWW) en-
able multiple organizations to participate in shared business processes. The rise of elec-
tronic commerce, virtual organizations and extended enterprises highlights the fact that
more and more business processes are crossing organizational boundaries ([22]). This
means that workflow management should be able to deal with workflow processes which
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span across multiple organizations.

This paper focuses on interorganizational workflows, i.e., several business partners are
involved in shared workflow processes. In this paper, we restrict ourselves to structured
processes with a predefined set of tasks and routing constructs. In many cases, where the
coordination structure and the interaction between the business partners is not specified
explicitly, this is not a realistic assumption ([26]). Nevertheless, there are numerous situ-
ations where the organizations participating in a shared workflow processes feel the need
to specify the coordination structure explicitly.

This paper focuses on loosely coupled workflow processes. Each business partner has a
private workflow process which is connected to the workflow processes of some of the
other partners. Two communication mechanisms are used to interact: (i) asynchronous
communication and (ii) synchronous communication. Message Sequence Charts (MSC)
(cf. [9, 21, 25, 29, 17]) are used to specify the communication between business partners.
Loosely coupled workflow processes operate essentially independently, but have to syn-
chronize at certain points to ensure the correct execution of the overall business process.
Synchronization of parallel processes is known to be potential source of errors (e.g. dead-
lock and livelocks). Therefore, it is difficult to establish the correctness for complex in-
terorganizational workflows. This paper uses the notion of correctness introduced in [4].
This notion is referred to as IO-soundness and corresponds to the minimal requirements
any interorganizational workflow should satisfy. Based on this notion, we present an anal-
ysis technique to verify the correctness of an interorganizational workflow. Moreover, we
show how to check whether the interorganizational workflow is consistent with respect
to the communication structure (i.e. the protocol) specified in terms of message sequence
charts.

Because processes are a dominant factor in workflow management, it is important to use
an established framework for modeling and analyzing workflow processes [20, 23, 24]. In
this paper, we use a framework based on Petri nets. Petri nets are a well-founded process
modeling technique. The classical Petri net was invented by Carl Adam Petri in the six-
ties. Since then Petri nets have been used to model and analyze all kinds of processes with
applications ranging from protocols, hardware, and embedded systems to flexible manu-
facturing systems, user interaction, and business processes. There are several reasons for
using Petri nets for workflow modeling: their formal semantics, graphical nature, expres-
siveness, analysis techniques and tools provide a framework for modeling and analyzing
workflow processes ([3, 5, 6, 12, 13, 27, 31]).

The remainder of this paper is organized as follows. First, we motivate the focus of this
paper on loosely coupled workflows. Then, we will show how Petri nets can be applied to
the domain of interorganizational workflows. For this purpose we introduce some Petri-net
terminology and some results for the analysis of a single workflow within an organization.
Then, we will show that the correctness of interorganizational workflows can be verified
using standard Petri net techniques. In the second part of this paper we explore the prob-



lem of checking whether the communication structure between loosely coupled workflow
processes is consistent with respect to the communication structure specified in terms of
message sequence charts. For the situation where there is just one interaction pattern we
define the notion of 1-consistency. We will show that 1-consistency coincides with the
presence of so-called implicit places.

2 Interoperability between workflows

As indicated in the introduction, this paper focuses on interorganizational workflows, i.e.,
several business partners are involved in shared workflow processes. From a technical
point of view these issues are also of concern to the Workflow Management Coalition
([24]). The WfMC is working on standards to enable workflow interoperability. These in-
teroperability standards address the technical issues but not the content of the coordination
structure. It is our belief that the semantics of the constructs needed to model interorgani-
zational workflows should be defined before solving the technical issues (mainly syntacti-
cal). However, before we introduce Petri nets for modeling interorganizational workflows,
we focus on the various forms of interoperability.

• Capacity sharing
The first form of interoperability is capacity sharing. This form of interoperability
assumes centralized control, i.e., the routing of the workflow is under the control
of one workflow manager. The execution of tasks is distributed, i.e., resources of
several business partners execute tasks under control of one central workflowengine.

• Chained execution
Chained execution is the second form of interoperability. If chained execution is
used, then the workflow process is split into a number of disjunct subprocesses which
are executed by different business partners in a sequential order. This form of inter-
operability requires that a partner transfers or initiates the flow for a case after com-
pleting all the work. In contrast to capacity sharing, the control of the workflow is
distributed over the business partners.

• Subcontracting
The third form of routing is subcontracting. There is one business partner which sub-
contracts subprocesses to other business partners. Consider for example company
X which sells electronic equipment (make to order). In de business process of the
company two of the subprocesses (e.g. production and transport) are subcontracted.
For the top-level business partner (i.e. company X) the two subcontracted subpro-
cesses appear to be atomic. For the two business partners executing subcontracted
work, the subprocesses can be very complex. Note that the control is hierarchical,
i.e., there is one top-level actor and the control is distributed in a tree-like fashion.

• Case transfer
The fourth form of interoperability is case transfer. Each business partner has a copy



of the workflow process description, i.e., the process specification is distributed. How-
ever, each case resides at any time at exactly one location. Cases (i.e. process in-
stances) can be transferred from one location to another. A case can be transferred
to balance the workload or because tasks are not implemented at all locations.

• Extended case transfer
In the previous form of interoperability it was assumed that each of the business part-
ners uses the same process definition. However, it is possible to allow local varia-
tions, e.g., at a specific location the process may be extended with additional tasks.
It is important that the extensions allow for the proper transfer of cases. This means
that the extensions are executed before transferring the case or that there is some
notion of inheritance which allows for the mapping of the state of a case during the
transfer.

• Loosely coupled
We use the term loosely coupled to denote the last form of interoperability. For this
form of interoperability the process is cut in pieces which may be active in parallel.
Moreover, the definition of each of the subprocesses is local, i.e., the environment
does not know the internal process, only the protocol which is used to communi-
cate is made public. Each of the business partners may change its workflow process
without informing the others as long as the protocol is not affected.

Note that capacity sharing uses centralized control. The other forms of interoperability use
a decentralized control. However, note that in case of subcontracting and (extended) case
transfer part of the control is (can be) centralized. Chained execution, subcontracting, and
loosely coupled use a horizontal partitioning of the workflow, i.e., the process is cut into
pieces. (Extended) case transfer uses a vertical partitioning of the flow, i.e., the cases are
distributed over the business partners.

This paper focuses on loosely coupled workflow processes. Each business partner has a
private workflow process which is connected to the workflow processes of some of the
other partners. The communication mechanisms that are used for interaction are synchronous
and asynchronous communication. Loosely coupled workflow processes operate essen-
tially independently, but have to synchronize at certain points to ensure the correct execu-
tion of the overall business process.

3 Petri nets

This section introduces the basic Petri net terminology and notations. Readers familiar
with Petri nets can skip this section. For a review of the history of Petri nets and an exten-
sive bibliography the reader is referred to Murata [28].
The classical Petri net is a directed bipartite graph with two node types called places and
transitions. The nodes are connected via directed arcs. Connections between two nodes
of the same type are not allowed. Places are represented by circles and transitions by rect-
angles.



Definition 1 (Petri net) A Petri net is a triple (P, T , F):

- P is a finite set of places,

- T is a finite set of transitions (P ∩ T = ∅),

- F ⊆ (P × T ) ∪ (T × P) is a set of arcs (flow relation)

A place p is called an input place of a transition t iff there exists a directed arc from p to
t . Place p is called an output place of transition t iff there exists a directed arc from t to p.
We use •t to denote the set of input places for a transition t . The notations t•, •p and p•
have similar meanings, e.g. p• is the set of transitions sharing p as an input place. Note
that we restrict ourselves to arcs with weight 1. In the context of workflow procedures it
makes no sense to have other weights, because places correspond to conditions.

At any time a place contains zero of more tokens, drawn as black dots. The state M , often
referred to as marking, is the distribution of tokens over places, i.e., M ∈ P → IN. We
will represent a state as follows: 1p1 +2p2 +1p3 +0p4 is the state with one token in place
p1, two tokens in p2, one token in p3 and no tokens in p4. We can also represent this state
as follows: p1 + 2p2 + p3. To compare states, we define a partial ordering. For any two
states M1 and M2, M1 ≤ M2 iff for all p ∈ P: M1(p) ≤ M2(p)

The number of tokens may change during the execution of the net. Transitions are the
active components in a Petri net: they change the state of the net according to the following
firing rule:

(1) A transition t is said to be enabled iff each input place p of t contains at least one
token.

(2) An enabled transition may fire. If transition t fires, then t consumes one token from
each input place p of t and produces one token for each output place p of t .

Given a Petri net PN = (P, T , F) and a state M1, we have the following notations:

- M1[t〉PN M2: transition t is enabled in state M1 and firing t in M1 results in state M2

- M1[ 〉PN M2: there is a transition t such that M1[t〉PN M2

- M1[σ 〉PN Mn : the firing sequence σ = t1t2t3 . . . tn−1 ∈ T ∗ leads from state M1 to
state Mn , i.e., M1[t1〉PN M2[t2〉PN ...[tn−1〉PN Mn

A state Mn is called reachable from M1 (notation M1[∗〉PN Mn) iff there is a firing sequence
σ = t1t2 . . . tn−1 such that M1[σ 〉PN Mn . The subscript PN is omitted if it is clear which
Petri net is considered. Note that the empty firing sequence is also allowed, i.e., M1[∗〉M1.

We use (PN , M) to denote a Petri netPN with an initial state M . A state M′ is a reachable
state of (PN , M) iff M[∗〉M ′. Let us define some properties of Petri nets.



Definition 2 (Live) A Petri net (PN , M) is live iff, for every reachable state M′ and every
transition t there is a state M′′ reachable from M′ which enables t.

Definition 3 (Bounded, safe) A Petri net (PN , M) is bounded iff, for every place p the
number of tokens in p is bounded in every reachable state. The net is safe iff for each place
the maximum number of tokens does not exceed 1.

Definition 4 (Strongly connected) A Petri net is strongly connected iff, for every pair of
nodes (i.e. places and transitions) x and y, there is a path leading from x to y.

4 WF-nets

Before we discuss the application of Petri nets to interorganizational workflow, we con-
sider the modeling and analysis of workflows within one organization. In this paper, we
focus on the ‘process aspect’ of workflow management, i.e. we abstract from data, re-
sources and external triggers.

Workflows are case-based, i.e., every piece of work is executed for a specific case. Exam-
ples of cases are a mortgage, an insurance claim, a tax declaration, an order, or a request for
information. Cases are often generated by an external customer. However, it is also possi-
ble that a case is generated by another department within the same organization (internal
customer). The goal of workflow management is to handle cases as efficient and effective
as possible. A workflow process is designed to handle similar cases. Cases are handled by
executing tasks in a specific order. The workflow process definition specifies which tasks
need to be executed and in what order. Alternative terms for workflow process definition
are: ‘procedure’, ‘flow diagram’ and ‘routing definition’. In the workflow process defi-
nition, building blocks such as the AND-split, AND-join, OR-split and OR-join are used
to model sequential, conditional, parallel and iterative routing (WFMC [30]). Clearly, a
Petri net can be used to specify the routing of cases. Tasks are modeled by transitions and
causal dependencies are modeled by places. In fact, a place corresponds to a condition
which can be used as pre- and/or post-conditions for tasks. An AND-split corresponds to
a transition with two or more output places, and an AND-join corresponds to a transition
with two or more input places. OR-splits/OR-joins correspond to places with multiple out-
going/ingoing arcs. Moreover, in [3, 5] it is shown that the Petri net approach also allows
for useful routing constructs absent in many workflow management systems.
A Petri net which models the process aspect of a workflow, is called a WorkFlow net (WF-
net). It should be noted that a WF-net specifies the dynamic behavior of a single case in
isolation.

Definition 5 (WF-net) A Petri net PN = (P, T , F) is a WF-net (Workflow net) if and
only if:

(i) PN has two special places: i and o. Place i is a source place: •i = ∅. Place o is
a sink place: o• = ∅.



(ii) If we add a transition t∗ to PN which connects place o with i (i.e. •t∗ = {o} and
t∗• = {i}), then the resulting Petri net is strongly connected.

A WF-net has one input place (i) and one output place (o) because any case handled by
the procedure represented by the WF-net is created if it enters the workflow management
system and is deleted once it is completely handled by the workflow management system,
i.e., the WF-net specifies the life-cycle of a case. The second requirement in Definition 5
(the Petri net extended with t∗ should be strongly connected) states that for each transition
t (place p) there should be a path from place i to o via t (p). This requirement has been
added to avoid ‘dangling tasks and/or conditions’, i.e., tasks and conditions which do not
contribute to the processing of cases.

t1

i

t2 t3 t4 t5

t6 t7

t8

p1 p2

p4

p5 p6

p3

o

Figure 1: An example WF-net.

Figure 1 shows a WF-net. This WF-net models a workflow process composed of eight
tasks: t1, ... ,t8. The execution of task t1 enables two parallel flows: (i) t3 and t2 can be
executed multiple times (iteration) followed by t6, and (ii) t4 or t5 followed by t7. The two
parallel flows are synchronized by task t8. Note that sequential, conditional, parallel and
iterative routing are present in this example.



5 Verification of WF-nets

The two requirements stated in Definition 5 can be verified statically, i.e., they only relate
to the structure of the Petri net. However, there is an additional requirement which should
be satisfied:

For any case, the procedure will terminate eventually and the moment the pro-
cedure terminates there is a token in place o and all the other places are empty.

Moreover, there should be no dead tasks, i.e., it should be possible to execute an arbi-
trary task by following the appropriate route though the WF-net. These two additional
constraints correspond to the so-called soundness property.

Definition 6 (Sound) A procedure modeled by a WF-net PN = (P, T , F) is sound if and
only if:

(i) For every state M reachable from state i, there exists a firing sequence leading from
state M to state o. Formally:2

∀M(i[∗〉M) ⇒ (M[∗〉o)

(ii) State o is the only state reachable from state i with at least one token in place o.
Formally:

∀M(i[∗〉M ∧ M ≥ o) ⇒ (M = o)

(iii) There are no dead transitions in (PN , i). Formally:

∀t∈T ∃M,M ′ i[∗〉M[t〉M ′

Note that the soundness property relates to the dynamics of a WF-net. The first require-
ment in Definition 6 states that starting from the initial state (state i), it is always possible to
reach the state with one token in place o (state o). If we assume a strong notion of fairness,
then the first requirement implies that eventually state o will be reached. The fairness as-
sumption is reasonable in the context of workflow management; all choices are made (im-
plicitly en explicitly) by applications, humans or external actors. Clearly, they should not
introduce an infinite loop. The second requirement states that the moment a token is put
in place o, all the other places should be empty. Sometimes the term proper termination
is used to describe the first two requirements [16]. The last requirement states that there
are no dead transitions (tasks) in the initial state i.

Given WF-netPN = (P, T , F), we want to decide whetherPN is sound. For this purpose
we define an extended net PN = (P, T , F ). PN is the Petri net that we obtain by adding
an extra transition t∗ which connects o and i. The extended Petri net PN = (P , T , F )

is defined as follows: P = P , T = T ∪ {t∗}, and F = F ∪ {〈o, t∗〉, 〈t∗, i〉}. Figure 2

2Note that there is an overloading of notation: the symbol i is used to denote both the place i and the state
with only one token in place i (see Section 3).



illustrates the relation betweenPN and PN . The extended netPN can be used to facilitate
the verification of the soundness property. The following theorem shows that the extended
net allows for the formulation of the soundness property in terms of well-known Petri net
properties.

PN

*

i

t

o

Figure 2: Given a WF-net PN , we construct an extended net PN = (P, T ∪ {t∗}, F ∪
{〈o, t∗〉, 〈t∗, i〉}).

Theorem 1 A WF-net PN is sound if and only if (PN , i) is live and bounded.

Proof.
See [2] or [1]. �

Perhaps surprisingly, the verification of the soundness property boils down to checking
whether the extended Petri net is live and bounded! This means that we can use standard
Petri-net-based analysis tools to decide soundness.

6 Interorganizational workflows

In the previous two sections, we applied Petri nets to the modeling and analysis of work-
flows within one organization. Now it is time to consider interorganizational workflows.
An interorganizational workflow is essentially a set of loosely coupled workflow processes.
Typically, there are n business partners which are involved in one ‘global’ workflow pro-
cess. Each of the partners has its own ‘local’ workflow process. Each local workflow
process is private, i.e. the corresponding business partner has full control over the local
part of the workflow. However, these local workflow processes need to communicate be-
cause they depend on each other for the correct execution of cases. The global workflow
process consists of local workflow processes and an interaction structure. There are two
ways to interact: asynchronous communication and synchronous communication. Asyn-
chronous communication corresponds to the exchange of messages between local work-
flow processes. Synchronous communication forces local workflow processes to execute
specific tasks at the same time.

Figure 3 shows an interorganizational workflow which consists of two local workflows
LWF1 and LWF2. There are three asynchronous communication elements: ac1, ac2, and
ac3. There is one synchronous communication element: sc1. The asynchronous commu-
nication elements are also called communication places. These communication places are
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Figure 3: An interorganizational workflow composed of two local workflows.

used to model causal dependencies, e.g., task t11 in LWF2 has to wait for the completion
of task t1 in LWF1. The synchronous communication element sc1 forces the transitions t7
and t14 to be executed at the same time. Synchronous communication corresponds to the
melting of a number of transitions, therefore we also use the term fusion set to denote a
synchronous communication element. Definition 7 formalizes the concept of an interor-
ganizational workflow.

Definition 7 (IOWF) An Interorganizational Workflow (IOWF) is a tuple
IOWF = (PN 1,PN 2, ...,PN n, PAC ,AC , TSC,SC ), where:

(i) n ∈ IN is the number of local workflow nets,

(ii) for each k ∈ {1, ..., n}: PN k is a WF-net with source place ik and sink place ok,

(iii) for all k, l ∈ {1, ..., n}: if k �= l, then (Pk ∪ Tk) ∩ (Pl ∪ Tl) = ∅,

(iv) T� = ⋃
k∈{1,...,n} Tk, P� = ⋃

k∈{1,...,n} Pk, F� = ⋃
k∈{1,...,n} Fk,

(v) PAC is the set of asynchronous communication elements (communication places),

(vi) TSC is the set of synchronous communication elements (fusion sets),

(vii) PAC ∩ TSC = ∅, (PAC ∪ TSC) ∩ (P� ∪ T�) = ∅,



(viii) AC ⊆ PAC × IP(T�) × IP(T�) is the asynchronous communication relation,3

(ix) SC ⊆ TSC × IP(T�) is the synchronous communication relation,

(x) for all p ∈ PAC , {(p′, x , y) ∈ AC | p′ = p} is a singleton,

(xi) for all t ∈ TSC, {(t ′, x) ∈ SC | t ′ = t} is a singleton,

(xii) for all (t1, x1), (t2, x2) ∈ SC : if t1 �= t2, then x1 ∩ x2 = ∅.

Each asynchronous communication element corresponds to a place name in PAC . The re-
lation AC specifies a set of input transitions and a set of output transitions for each asyn-
chronous communication element.
Requirement (x) specifies that for each communication place there is one element in AC .
Each synchronous communication element is represented by a transition name in TSC which
corresponds to a set of fused transitions. The relation SC specifies for each element in TSC

the corresponding set of fused transitions. Requirement (xi) specifies that for each fusion
set there is one element in SC . Requirement (xii) states that these fusion sets should be
disjunct. Note that Definition 7 allows for communication elements which connect transi-
tions within the same local workflow net. Although it does not make sense to do this, there
is no compelling reason to forbid this kind of communication. Also note that each local
workflow net has an input place ik and an output place ok . Sometimes there is no need for
these places, e.g., if one organization is a subcontractor of another organization, then the
workflow of the subcontractor may be initiated by a message (i.e. an asynchronous com-
munication element). However, for semantical reasons we add the input place ik and an
output place ok. Consider for example Figure 3; i2 and o2 can be removed without chang-
ing the actual behavior.

7 Verification of interorganizational workflows

In Section 5 we introduced a technique to verify the correctness of one workflow process
definition in isolation. We can use this technique to prove that both local workflows in
Figure 3 are correct, i.e., LWF1 and LWF2 are sound. However, an interorganizational
workflow which is composed of a number of sound local workflows may be subject to
synchronization errors. Consider for example the interorganizational workflow shown in
Figure 3. It is possible that LWF1 executes t4 and LWF2 executes t12. In this case, the
message in ac2 is not handled properly. It is also possible that deadlocks are introduced
by the communication elements. If t7 and t12 are fused by a synchronous communication
element, the workflow will not be able to terminate if t13 is executed. Because of these
problems, we are interested in a notion of soundness for interorganizational workflows.
To define a notion of soundness suitable for interorganizational workflows (IO-soundness),
we define the unfolding of an interorganizational workflow into a WF-net.

3IP(T�) is the set of all non-empty subsets of T�.



Definition 8 Let IOWF = (PN 1,PN 2, ...,PN n, PAC ,AC , TSC ,SC ) be an interorgani-
zational workflow. U(IOWF) = (PU , T U , FU ) is the unfolding of IOWF which is de-
fined as follows:

(i) PU = P� ∪ PAC ∪ {i, o},
(ii) T U = r(T�) ∪ TSC ∪ {ti , to},

(iii) {i, o, ti , to} ∩ (P� ∪ T� ∪ PAC ∪ TSC) = ∅,

(iv) r is a renaming function: r(x) = tSC if there is a tSC ∈ TSC and a y ⊆ T� such that
(tSC, y) ∈ SC and x ∈ y, otherwise r(x) = x,

(v) F ′ = F� ∪ {(t, p) ∈ T� × PAC |(p, x , y) ∈ AC ∧ t ∈ x} ∪
{(p, t) ∈ PAC × T� |(p, x , y) ∈ AC ∧ t ∈ y} ∪
{(i, ti ), (to, o)} ∪ {(ti, ik ) | k ∈ {1, ..., n}} ∪ {(ok, to) | k ∈ {1, ..., n}}

(vi) FU = {(r(x), r(y)) | (x , y) ∈ F ′}.
In the unfolded net all the local WF-nets are connected to each other by a start transition ti
and a termination transition to. Moreover, a global source place i and a global sink place
o have been added. Asynchronous communication elements are mapped onto ordinary
places (PAC ). Transitions which are fused together by synchronous communication ele-
ments are replaced by new transitions (TSC). Note that we use a renaming function r to
map old transitions onto new transitions. The result of the unfolding is a new WF-net.

Lemma 1 Let IOWF = (PN 1,PN 2, ...,PN n, PAC ,AC , TSC,SC ) be an IOWF.
U(IOWF ) = (PU , T U , FU ) is a WF-net.

Proof.
It is easy to see that the two requirements stated in Definition 5 are satisfied: (i) there is
one source place i and one sink place o, and (ii) every node is on a path from i to o . �

It is easy to see that the behavior of the unfolded net corresponds to the overall behavior
of the interorganizational workflow. This allows us to define the soundness property for
interorganizational workflows.

Definition 9 (IO-Soundness) An interorganizational workflow IOWF is IO-sound iff it
is locally sound and globally sound. IOWF is locally sound iff each of its local workflow
nets PN k is sound. IOWF is globally sound iff U(IOWF ) is sound.

The interorganizational workflow shown in Figure 3 is an example of workflow which is
locally sound but not globally sound. The unfolded net is not sound, because if t4 and
t12 fire, a token gets stuck in place ac2. The error can be corrected by replacing the asyn-
chronous communication element ac2 by a synchronous communication element. Figure 4
shows an example of an interorganizational workflow which is globally sound but not lo-
cally sound. The WF-net LWF2 is not sound because an arbitrary number of tokens may
get trapped in place p14. However, asynchronous communication element ac2 prevents
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Figure 4: An IOWF which is globally sound but not locally sound.

this from happening in the unfolded net. These examples show that it is possible to have
a locally sound interorganizational workflow which is not globally sound and vice-versa.
In order to be truly sound (IO-sound), the interorganizational workflow should be both
locally sound and globally sound. Figure 5 is an example of a sound interorganizational
workflow.

The IO-soundness of an interorganizational workflow IOWF = (PN 1, ...,PN n, PAC ,AC ,

TSC,SC ) corresponds to the soundness of n + 1 WF-nets: PN 1, ..., PN n and U(IOWF ).
Therefore, we can use Theorem 1 to verify the correctness of interorganizational work-
flows. This means that we can use standard techniques and software tools. For example,
we can use Woflan ([19]). Woflan is an analysis tool dedicated to the analysis of workflows
which are specified in terms of Petri nets.

For arbitrary interorganizationalworkflows, IO-soundness is decidable but also EXPSPACE-
hard ([1]). However, there are some interesting subclasses which allow for more efficient
analysis techniques. For example, many workflow management systems only allow for
workflow process definitions which correspond to free-choice Petri nets ([11]). For this
subclass and several others (cf. [1]), the soundness property can be verified in polynomial
time.
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Figure 5: An IO-sound interorganizational workflow.

8 Message sequence charts

Interorganizational workflows are described in terms of individual tasks and causal rela-
tions. In most cases, the design of an interorganizational workflow starts with the specifi-
cation of the communication structure, i.e., the protocol. Clearly, a description in terms of
a Petri net is too detailed to start with. Therefore, another technique is needed to specify
the communication structure between multiple loosely coupled workflows. In this paper,
we use Message Sequence Charts (MSC) extended with synchronous communication for
this purpose.

Message sequence charts are a widespread graphical language for the visualization of com-
munications between systems/processes [9, 25, 29, 17]. The representation of message
sequence charts is intuitive and focuses on the messages between communication enti-
ties. Figure 6 shows a message sequence chart with three business partners also called
instances. Instances communicate via messages. Messages are either asynchronous (m1,
m2, m4, m5, m7, m8, and m9) or synchronous (m3 and m6). Note that a standard message
sequence chart does not allow for synchronous messages. We need synchronous messages
to model synchronous communication, e.g., a phone call to exchange information. Each
message has a sender and a receiver. For example, instance 1 is the sender of m1 and in-
stance 2 is the receiver of m1. For asynchronous messages the message is received by the
receiver only after it has been sent by the sender. Each synchronous message results in the



synchronization of two instances. Within each instance events are ordered, e.g., instance
3 sends m4 only after the receipt of m2. The ordering of events is specified by the time
axis of an instance which is represented by a vertical line. In a message sequence chart,
it is also possible to specify coregions. A coregion is represented by a dashed part of the
time axis of an instance. Events in a coregion are assumed to be unordered in time. In
Figure 6 there is one coregion: the receipt of m4, the receipt of m5, and the sending of m7
are unordered in time.

m1

m2
m3

m4

m6

m7

m5

m8

m9

2 31

Figure 6: A message sequence chart.

In this paper, we consider a variant of message sequence charts as defined in [9] or [21].
The basic message sequence chart has been extended with synchronous messages and core-
gions. However, for reasons of simplicity, we do not allow for process creation, process
termination, timers, and refinement. To formalize the semantics of the message sequence
charts used in this paper, we use a notation adopted from [14].

Definition 10 (Message sequence chart) A message sequence chart is a tuple MSC =
(I, MA, MS , from, to, {≤i }i∈I ):

- I is a finite set of instances (business partners),

- MA is a finite set of asynchronous messages,

- MS is a finite set of synchronous messages,

- MA ∩ MS = ∅ and M = MA ∪ MS is the set of messages,

- to and from are functions from M to I ,



- for each i ∈ I : ≤i is a partial order on {?m | m ∈ MA ∧ to(m) = i} ∪ {!m | m ∈
MA ∧ from(m) = i} ∪ {!?m | m ∈ MS ∧ i ∈ {to(m), from(m)}}.

If m is an asynchronous message, then !m corresponds to the event of sending the message
and ?m corresponds to the event of receiving the message. For a synchronous message both
instances synchronize on the event !?m. For each instance i, ≤i specifies the ordering of
events along the time axis of i. ≤i is a partial order instead of a total ordering because of the
existence of coregions. In Figure 6, !m1 ≤i!?m3, !?m3 ≤i?m4, !?m3 ≤i?m5,!?m3 ≤i!m7,
?m4 ≤i!m8, ?m5 ≤i!m8, !m7 ≤i!m8, and !m8 ≤i!m9. Note that the events in the coregion
are unordered, e.g., ?m4 �≤i!m7.

Definition 11 (≤MSC ) LetMSC = (I, MA, MS , from, to, {≤i }i∈I ) be a message sequence
chart.

- ≤inst= ⋃
i∈I ≤i ,

- ≤oi= {(!m, ?m) | m ∈ MA},
- ≤MSC= (≤inst ∪ ≤o)+.

≤oi is a partial order which reflects the production before consumption principle. ≤MSC is
the transitive closure of (1) the partial orders within the instances (≤ins) and (2) the partial
order between the production and consumption of asynchronous messages (≤oi). Consider
for example the message sequence chart shown in Figure 6: !m2 ≤MSC?m9, !?m3 ≤MSC

?m8, !m4 �≤MSC?m5, ?m8 �≤MSC?m9.
A message sequence chart MSC is inconsistent iff ≤MSC does not define a partial order.
In this case, the message sequence chart contains a deadlock due to cyclic dependencies.
In the remainder we assume that the message sequence charts are consistent.
Note that ≤MSC is a partial order on A = {?m | m ∈ MA} ∪ {!m | m ∈ MA} ∪ {!?m | m ∈
MS}. A is a the set of event labels.

9 Consistency of interorganizational workflows

Message sequence charts can be used to specify the interaction between loosely coupled
workflow processes. These message sequence charts serve as a starting point for the de-
sign of complex interorganizational workflows. The interorganizational workflow should
be designed in such a way that it is consistent with the message sequence charts, i.e., the
message sequence charts can be seen as a partial specification of an interorganizational
workflow. Therefore, it is interesting to be able to decide whether the implementation (in-
terorganizational workflow) meets the specification (message sequence charts).

Figure 7 shows the relation between the behavior specified by the message sequence charts
(MSC) and the behavior possible in the interorganizationalworkflow (IOWF). Ideally, IOWF
and MSC coincide. If this is not the case, there are three possibilities:
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Figure 7: The relation between the behavior specified by the message sequence charts and
the interorganizational workflow.

1. The IOWF allows for communication patterns which are not specified in any of the
MSC’s, i.e., the MSC’s are more restrictive.

2. There is an MSC which describes a communication pattern which cannot be realized
by the IOWF, i.e., the IOWF is more restrictive.

3. A combination of the previous two. On the one hand the IOWF allows for a pattern
not in any of the MSC’s. On the other hand, the IOWF excludes a pattern which
corresponds to one of the MSC’s.

If there are many alternative communication patterns, it will often be the case that there
is not an exact match. On the one hand, it is difficult to give an exhaustive description of
all possible communication patterns in terms of message sequence charts. In most cases
only the typical patterns are given in terms of a limited set of message sequence charts. On
the other hand, the behavior of the interorganizational workflow can be more restrictive to
facilitate the implementation, to improve the performance, or to exploit knowledge. For
example, based on the characteristics of the case (e.g. the invoice amount of an order ex-
ceeds 100.000 dollar), certain patterns are excluded (e.g. the business partner that has to
deliver the goods will wait until the invoice is paid). Although it is not realistic to assume
an exact match between the behavior specified by the message sequence charts and the
behavior possible in the interorganizational workflow, it is interesting to see in what way
they deviate from each other. The business partners have to observe these deviations to see
whether they are acceptable or not. Deviations which are not acceptable lead to modifica-
tions of the interorganizational workflow or result in the creation, deletion, or modification



of message sequence charts.

It is also possible to formulate negative message sequence charts. A negative message se-
quence chart corresponds to a communication pattern which should not occur. Since the
number of admissible patterns is enormous, it can be more efficient to specify faulty be-
havior instead of a complete specification of desired behavior. Figure 7 also shows the re-
lation between the behavior of the interorganizational workflow (IOWF) and the message
sequence charts which correspond to anomalous communication patterns (MSC). IOWF
and MSC should be disjuct. A communication pattern in the intersection of IOWF and
MSC is not acceptable and should lead to a modification of the interorganizational work-
flow. Note that it is possible that MSC and MSC overlap (see Figure 7). In this case, there
is a conflict because there is a pattern which corresponds to both desired and anomalous
behavior. Such a conflict needs to be resolved before investigating whether the message
sequence charts and the interorganizational workflow are consistent.

Verifying whether a set of message sequence charts and an interorganizational workflow
are consistent is very difficult. Comparing the dynamic behavior of two models and de-
ciding whether they are equivalent is known to be a hard problem from a computational
point of view. One can even think of situations where equivalence of behavior is undecid-
able (e.g. the equality problem for Petri nets is undecidable [18]). In fact, for the general
case it is even difficult to formalize a suitable notion of consistency. To be able to distin-
guish between external, or observable, behavior and internal, or silent, behavior, we need a
notion of branching bisimilarity ([15]) to compare message sequence charts and interorga-
nizational workflows. Moreover issues such as iteration and fixing the moment of choice
complicate the definition of consistency.

In this paper, we tackle the problem of deciding consistency for the situation where there
is just one message sequence chart. This means that constructs such as choice and itera-
tion are only allowed inside each of the local workflow processes. The business partners
involved in the global workflow process communicate according to one predefined com-
munication pattern. We will use the term 1-consistency for this restricted notion of consis-
tency. A message sequence chart and an interorganizational workflow are 1-consistent if
their corresponding behaviors coincide. Although there are many situations where the no-
tion of 1-consistency is not applicable, there are several reasons for investigating this prop-
erty. First of all, there are situations where business partners follow one predefined com-
munication pattern. Secondly, even if the whole interaction structure comprises many al-
ternative communication patterns, parts without iteration and choice should be 1-consistent.
Thirdly, exceptions cause iteration and choice. By abstracting from these exceptions we
often obtain a situation where 1-consistency applies. Finally, the restriction to 1-consistency
allows for the application of the structural theory of Petri nets. In Section 11, we will show
that structural implicit places ([8]) can be used to prove 1-consistency, thus avoiding the
state explosion problem.



10 Definition of 1-consistency

In this section, we define the notion of 1-consistency and in the next section we present a
technique to verify whether an interorganizational workflow is 1-consistent with respect
to a message sequence chart.

Definition 12 (L) Let IOWF = (PN 1,PN 2, ...,PN n, PAC ,AC , TSC,SC ) be an interor-
ganizational workflow and U(IOWF ) = (PU , T U , FU ). L is a function from TU to the
powerset of {?m | m ∈ PAC } ∪ {!m | m ∈ PAC } ∪ {!?m | m ∈ TSC}. For t ∈ TU ,
L(t) = {?m | m ∈ PAC ∧ m ∈ •t} ∪ {!m | m ∈ PAC ∧ m ∈ t•} ∪ {!?m | m ∈ TSC ∧ m = t}.
Function L maps transitions onto the events associated with the transition. Consider for
example the interorganizational workflow shown in Figure 8: L(t11) = {!m1}, L(t21) =
∅, L(t22) = {?m1, !m2}, and L(t24) = {!m5, !?m6}.
In a message sequence chart each message is sent exactly once. Therefore, we introduce
the notion of 1-liveness.

Definition 13 (1-live) A transition t in a Petri net (PN , M) is 1-live iff, (1) for every state
M ′ reachable without firing t, there is a state M′′ reachable from M′ which enables t, and
(2) for every state M′ reachable via a firing sequence which fires t, there is no state reach-
able from M ′ which enables t.

In a message sequence chart each message is exchanged between two instances. Therefore,
we demand that each communication place in PAC has one sender and one receiver. More-
over, each transition involved in the communication between instances has to be 1-live. An
interorganizational workflow which meets these two requirements is called a restricted in-
terorganizational workflow. Figure 8 shows an example of a restricted interorganizational
workflow.

Definition 14 (Restricted IOWF) A restricted interorganizational workflow (RIOWF) is
an interorganizational workflow IOWF = (PN1,PN 2, ...,PN n, PAC ,AC , TSC,SC ),
which satisfies the following requirements:

(i) for each (p, x , y) ∈ AC : x and y are singletons,

(ii) for each transition t in U(IOWF ): if L(t) �= ∅, then t is 1-live in (U(IOWF ), i).

For restricted interorganizational workflows we define the inverse function ofL. L−1 maps
each element of {?m | m ∈ PAC} ∪ {!m | m ∈ PAC} ∪ {!?m | m ∈ TSC} onto a single
transition in T U .
For restricted interorganizational workflows we define the notion of 1-consistency.

Definition 15 (1-consistent) Let IOWF = (PN 1,PN 2, ...,PN n, PAC ,AC , TSC ,SC ) be
a restricted interorganizational workflow and let MSC = (I, MA, MS, from, to, {≤i }i∈I )

be a message sequence chart. IOWF is 1-consistent with respect to MSC if and only if

(i) PAC = MA and TSC = MS,
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Figure 8: A restricted interorganizational workflow.



(ii) U(IOWF ) = (PU , T U , FU ) is the unfolding of IOWF with source place i. For
each t1, t2 ∈ T U : if there is a firing sequence starting in state i which fires transition
t1 before transition t2, then ∀a1∈L(t1) ∀a2∈L(t2) ¬(a2 ≤MSC a1).

A restricted interorganizationalworkflow is 1-consistent with respect to a message sequence
chart if the message names used in the message sequence chart correspond to the names
of communication elements in the interorganizational workflow and none of the possible
firing sequences violates precedence constraints specified in the message sequence chart.
The interorganizational workflow shown in Figure 8 is 1-consistent with respect to the
message sequence chart shown in Figure 6. However, if place m9 connects t16 and t22
instead of t16 and t25, then the interorganizational workflow is not 1-consistent with re-
spect to a message sequence chart in Figure 6. The inconsistency is a result of the fact that
there is a firing sequence such that t22 fires before t16, ?m9 ∈ L(t22), !m9 ∈ L(t16),
and (!m9 ≤MSC?m9). 1-consistency can be verified by generating all possible firing se-
quences and checking whether the partial order ≤MSC is not violated by any of these se-
quences. Clearly, 1-consistency is decidable but also very hard to verify if all firing se-
quences have to be considered. Therefore, we propose a technique to facilitate the verifi-
cation of 1-consistency.

11 Verification of 1-consistency

A restricted interorganizationalworkflow is 1-consistent with respect to a message sequence
chart if all possible firing sequences satisfy the partial order ≤MSC . Instead of checking
all possible firing sequences we propose a technique based on the notion of implicit places
([8]). An implicit place, also called a redundant place, is a place which always contains
sufficient tokens to allow for the firing of the transitions connected to it. In this paper, we
use a generalized notion: the implicit place set.

Definition 16 (Implicit place set) Let (PN , M) be a marked Petri net withPN = (P, T , F)

and PI ⊆ P. PI is an implicit place set iff for every reachable state M′ and any transition
t ∈ T : if each place in (•t \ PI ) contains a token in state M′, then each place in (•t ∩ PI )

contains a token in M ′. Place p ∈ P is an implicit place iff {p} is an implicit place set.

To introduce some basic results for implicit place sets, we define the projection operator
(⇑).

Definition 17 (⇑) Let (PN , M) be a marked Petri net with PN = (P, T , F) and P′ ⊆ P.

- PN ⇑ P ′ = (P ′, T , F ∩ ((P ′ × T ) ∪ (T × P ′))),

- (M ⇑ P ′) ∈ P ′ → IN, ∀p∈P ′ (M ⇑ P ′)(p) = M(p),

- (PN , M) ⇑ P ′ = (PN ⇑ P ′, M ⇑ P ′).

An implicit place set does not restrict the set of possible firing sequences. Therefore, it can
be removed without changing the behavior. Moreover, a set of places is an implicit place
set, if and only if, each of the places is implicit.



Lemma 2 Let (PN 1, M1) be a marked Petri net with PN 1 = (P1, T1, F1) and PI ⊆ P1.
Let (PN 2, M2) = (PN 1, M1) ⇑ (P1 \ PI ) be the Petri net obtained by removing the places
in PI .

(i) ∀σ∈T ∗
1

M1[σ 〉PN 1 ⇒ M2[σ 〉PN 2

(ii) If PI is an implicit place set of (PN 1, M1), then ∀σ∈T ∗
2

M2[σ 〉PN 2 ⇒ M1[σ 〉PN 1.

(iii) PI is an implicit place set of (PN 1, M1), if and only if, for all p ∈ PI : p is an implicit
place of (PN 1, M1) ⇑ ((P1 \ PI ) ∪ {p}).

Proof.
(i) Trivial, removing places does not restrict the set of possible firing sequences.
(ii) Suppose that (ii) does not hold, i.e., PI is an implicit place set and σ is a firing sequence
which leads to a state M′

2 in PN 2 where transition t is enabled and σ leads to a state M′
1

in PN 1 where t is not enabled. Clearly, this is not possible because PI is an implicit place
set.
(iiia) Suppose that ⇒ does not hold, i.e., PI is an implicit place set but there is a p which
is not an implicit place of (PN 1, M1) ⇑ ((P1 \ PI ) ∪ {p}). There is a firing sequence σ in
(PN 1, M1) ⇑ ((P1 \ PI ) ∪ {p}) which leads to a state where a transition t is not enabled
(p is empty) but each place in •t ∩ (P1 \ PI ) contains a token. σ is also a possible firing
sequence in (PN 1, M1) (apply (i) and (ii)). The state reached by firing σ in (PN 1, M1) is
such that t is not enabled (p is empty) but each place in •t \ PI is marked. Hence, PI is
not an implicit place set.
(iiib) Suppose that ⇐ does not hold, i.e., for all p ∈ PI : p is an implicit place of the
marked net (PN 1, M1) ⇑ ((P1 \ PI ) ∪ {p}) but PI is not an implicit place set. There is a
firing sequence σ in (PN 1, M1) which leads to a state such that transition t is not enabled
but each place in •t ∩(P1 \ PI ) is marked. This means that there is a p ∈ (•t ∩ PI ) which is
not marked. σ is also a possible firing sequence in (PN1, M1) ⇑ ((P1 \ PI ) ∪ {p}) (apply
(i)). The state reached by firing σ in (PN 1, M1) ⇑ ((P1 \ PI ) ∪ {p}) is such that t is not
enabled (p is empty) but each place in •t \{p} is marked. Hence, p is not an implicit place.
�

1-consistency can be checked via an approach based on implicit place sets. Transitions in
a restricted interorganizational workflow are associated with events. A message sequence
chart specifies a partial order on these events. Therefore, the message sequence chart indi-
rectly specifies a partial order on transitions. This partial order can be expressed in terms
of places connecting transitions. The following theorem shows that these additional places
are implicit, if and only if, the interorganizational workflow is 1-consistent with respect to
the message sequence chart.

Theorem 2 Let IOWF = (PN 1,PN 2, ...,PN n, PAC ,AC , TSC ,SC ) be a restricted in-
terorganizational workflow and let MSC = (I, MA, MS , from, to, {≤i }i∈I ) be a message
sequence chart such that PAC = MA and TSC = MS. Let U(IOWF ) = (PU , T U , FU ) be
the unfolding of IOWF and V(IOWF) = (PV , T V , F V ) a Petri net defined as follows:



- PI = {(a1, a2) ∈≤MSC | L−1(a1) �= L
−1(a2)} and PV = PU ∪ PI .

- TV = TU ,

- FV = FU ∪ {(t, p) | p = (a1, a2) ∈ PI ∧ t ∈ TV ∧ a1 ∈ L(t)} ∪ {(p, t) | p =
(a1, a2) ∈ PI ∧ t ∈ TV ∧ a2 ∈ L(t)}.

IOWF is 1-consistent with respect to MSC , if and only if, PI is an implicit place set of
(V(IOWF), i).

Proof.
Both the ‘if’ and the ‘only if’ part are proven using contraposition.
(i) Suppose IOWF is 1-consistent with respect to MSC and PI is not an implicit place set
of (V(IOWF), i). There is place p = (a2, a1) ∈ PI , a transition t1 such that p ∈ •t1, and a
possible firing sequence σ such that in the state reached by firing σ all the places in •t1∩PU

are marked and p is empty (i.e. transition t1 is not enabled). Since p is a place in PI , there
is just one transition t2 which puts tokens in p. Transition t2 is the only transition for which
a2 ∈ L(t2). Note that t1 �= t2, because t1 = L

−1(a1), t2 = L
−1(a2), L−1(a1) �= L

−1(a2).
σ is also a possible firing sequence in (U(IOWF ), i), see Lemma 2(i). Moreover σ t1 is a
possible firing sequence. Transition t1 is 1-live, i.e., in σ t1 there is precisely one firing of t1.
Hence t1 does not occur in σ . In (V(IOWF), i), t1 is the only transition which consumes
tokens from p. If p is empty after firing σ , then t2 does not occur in σ . Because t2 is
1-live in (U(IOWF), i) and t1 �= t2, it is possible to extend firing sequence σ t1 into a
firing sequence where t1 fires before t2. Moreover, by the definition of PI , a2 ≤MSC a1,
a1 ∈ L(t1) and a2 ∈ L(t2). Hence, IOWF is not 1-consistent.
(ii) Suppose PI is an implicit place set of (V(IOWF), i) and IOWF is not 1-consistent
with respect to MSC . There exists a firing sequence σ in (U(IOWF), i) such that t1 fires
before t2 and there is a a1 ∈ L(t1) and a2 ∈ L(t2) such that a2 ≤MSC a1. Moreover,
t1 and t2 are 1-live and t1 = L−1(a1) �= L−1(a2) = t2. Therefore, (a2, a1) ∈ PI . σ is
also a possible firing sequence of (V(IOWF), i), see Lemma 2(ii). (a2, a1) is a place in
V(IOWF) which connects t2 and t1. Transition t2 is the only transition which produces
tokens for (a2, a1), the input place of t1. Therefore, t2 has to fire before t1 and σ is not a
possible firing sequence of (V(IOWF), i). �

Theorem 2 shows that 1-consistency can be verified by checking whether a set of places is
implicit. Note that the set PI as a whole has to be an implicit place set. It is not sufficient
to demand that the individual places in PI are implicit. This is the reason we extended the
notion of implicit place to implicit place set. Nevertheless, we can express the notion of
implicit place set into the more well-known notion of implicit place (see Lemma 2(iii) ).

The observation that 1-consistency corresponds to implicit places allows for the applica-
tion of well-known Petri-net-based techniques. In fact there are several tools, which allow
for the detection of implicit places. Theorem 2 shows that it is not necessary to check
whether every possible firing sequence matches the partial order specified by the message



sequence chart.

From a computational point of view, verification becomes expensive if there are a lot of
places in the set PI , i.e., the are a lot of ordering relations to be checked. However, it is pos-
sible to reduce the set PI to ≤inst because the ordering imposed by ≤oi is already present
and the transitive closure follows from the net structure. Therefore, only a limited number
of places needs to be checked. Moreover, several authors have investigated techniques to
find structural implicit places ([10, 7, 8]). A structural implicit place is a place which is
guaranteed to be implicit by the structure of the Petri net. Every structural implicit place is
an implicit place, but there may be implicit places which are not structural implicit. Since
the set of all structural implicit places can be found without constructing the reachability
graph, it allows for very efficient analysis techniques. The following definition is a gener-
alization of the definition in [8] for implicit place sets.

Definition 18 (Structural implicit place set) Let (PN , M) be a marked Petri net with
PN = (P, T , F) and PI ⊆ P. PI is a structural implicit place set iff for each p ∈ PI

there is a set Q ⊆ (P \ PI ) such that.

(i) M(p) ≥ ∑
q∈Q M(q)

(ii) ∀t∈T Xtp ≥ ∑
q∈Q Xtq, where X is the incidence matrix of PN

(iii) ∀t∈T p ∈ •t ⇒ Q ∩ •t �= ∅
There are several differences with the definition in [8]. First of all, the notion has been
extended to sets. Secondly, we only consider nets with arc weights 1. Finally, in (ii) we
replaced the equality (=, i.e. place invariant) by ≥. It is easy to see that a structural implicit
place set is implicit indeed.

Lemma 3 Let (PN , M) be a marked Petri net with PN = (P, T , F) and PI ⊆ P. If PI

is a structural implicit place set, then PI is an implicit place set.

As a consequence of Lemma 3, we can prove that an interorganizational workflow is 1-
consistent with respect to a message sequence chart by checking whether the set PI is a
structural implicit place set. Consider for example the interorganizational workflow shown
in Figure 8. It suffices to consider the structural implicit places to prove that the workflow
is 1-consistent with respect to the message sequence chart shown in Figure 6.

12 Conclusion

In this paper, we have shown that a particular kind of interorganizational workflows can
be modeled in terms of a set of Petri nets connected via communication elements. We
also investigated a basic property that any interorganizational workflow should satisfy: IO-
soundness. We have seen that this property coincides with well-known Petri net properties.



To establish the correctness of an interorganizational workflow composed of n local work-
flows, we need to prove liveness and boundedness for n + 1 WF-nets using standard tech-
niques. In most cases, the interorganizational workflow should obey a given communica-
tion structure in addition to the IO-soundness property. In this paper, we showed that given
a message sequence chart which specifies the communication between business partners,
it is possible to use an efficient technique to verify whether the interorganizational work-
flow is 1-consistent with the message sequence chart. This technique uses an extension of
the concept of implicit places.
At the moment our notion of consistency is restricted to the situation with one message
sequence chart. Future work will aim at extending some of the results for the situation
with multiple message sequence charts (i.e. n-consistency).
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